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Abstract— Recently, a large amount of researches have been focused on the developments and improvements of the security 
transportation  through tunnels specially in the mountain regions.  This paper is concerned with improving the security and  perfor-
mance of wind tunnel systems involving a delay in their dynamical process based on  a novel  intelligent technique to enhance their. 
A new alternative representation is first developed, which transfers the infinite dimensional nonlinear neural networks (NN) with 
time-delay in the states to a unique and exact alternative finite dimensional nonlinear generalized state space model with no delays 
in the states nor in the control input. This model is capable of generalizing results previously restricted to the non-delayed systems. 
This alternative model is divided into two subsystems, namely, a slow and a high subsystems as defined in [ 24]. The slow mode is 
then used in the stabilization process where the transient response is improved by using only one feedback control law, which can 
be easily implemented in a manner analogous in many respect to those obtained for conventional state space systems. The results 
obtained are much more direct and the presence of time delay in the dynamics of the wind tunnel system due to the Mach number 
does not result in any problem in designing its controller compared with those given by other methods, mainly because the present 
design procedure has allowed possible updating of the controller's parameters online with the change of the operating point without 
using any kind of numerical approximation. A grid computing through a computer network is also presented and used to control and 
enhance the performance of the tunnels based on an inelegant adaptive controller with minimal execution time as well as the mini-
mal cost budget. A new optimal back propagation neural network (OBPNN) algorithm based on this grid computer network is devel-
oped. The usefulness and validity of the presented approach have been obtained and examined by numerical examples using 
GridSim Toolkit based on the derived adaptive intelligent model and  the  simulation process of wind tunnel systems involving a 
delay that are connected through a unified grid computing network is introduced. 

Index Terms— Wind tunnels, Nonlinear neural networks (NN), A mach number, Adaptive Intelligence Model, . Time Delay 

Factor, Grid computing network, optimal back propagation neural network (OBPNN), GridSim Time Optimization. 
 

——————————      —————————— 

1 INTRODUCTION                                                                       

 ECENTLY rapid developments in controlling wind tun  
  nels systems with time delays  have  generated a  large                

amount of researches10]-[20],[28]-[42]. Often, drawing                          
conclusions from these researches require the use of sophisti-
cated closed form analyses that are creating wind within    
virtual environments ( e.g., wind display) and  challenging 
problem with a potential to develop immersive atmospheric 
display for virtual reality systems[32].In virtual environments, 
the synergistic mechatronics design, sensing, and control of a 
scaled active wind tunnel are needed to constitute a practical 

foundation for an atmospheric display[32].  It is also known 
that  combining numerical simulations and physical experi-
ments in order to achieve geometric design of the physical 
system is a good tool for enhancing the behavior of the wind 
tunnel systems.  This notion is used in  developing simplified 
control laws based on limited sensing and computational re-
sources [32]. Sandip D et al  in [32] have showed that the ex-
perimental results indicate several physical modifications and 
unique sensor and control law developments are necessary to 
achieve controlled wind flow in a physical system. Their  re-
sults ended up with a conclusion that  validating system per-
formance over a wide range of wind speeds and angles  serves 
as a basis for future development of full-scale virtual reality 
systems with atmospheric display. It is well known that the 
most famous and important digital controller  that carry out  
most of  the information needed to cover both the security and 
speed all over the tunnels has the upper hand over  all  other  
regular ones.  It known that there are  tremendous numbers of 
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researches that have focused on the security and speed issues 
regarding the wind tunnel systems. These issues are very im-
portant during the operation   that take  place  in  the tunnels. 
The security and the speed are  the most important factors that 
must be tackled during  studying the  flowing  of the  air tur-
bulence that takes place in the tunnel.  The importance of this 
new field of study  will grow as we continue to generate and 
integrate both analog and digital systems all together. We 
therefore see a great potential to increase the interaction be-
tween both these two systems regarding the  speed and securi-
ty based on intelligent machine learning.  Tackling these issues 
will  lead to significant competitive innovation  in the field of 
computers and transportation systems. The efficiency of the 
security and speed issues raised  the need to have an intelli-
gent technique that can merge  some of conventional optimal 
controller to gain both the high speed and  security during the 
usage  of tunnels. To start dealing with the dynamical process 
of the wind tunnel systems and due to the presence of time 
delay in the mach number [ saidah 992], a dynamical  repre-
sentation of an  infinite dimensional nonlinear neural net-
works (NN) with time-delay in the states is developed. This 
delayed model is transfered to a unique and exact alternative 
finite dimensional nonlinear generalized state space model 
with no delays in the states nor in the control input based on 
the same notion presented in our work in [ grid enable 
I079097]. This unique and exact alternative model [34] is  one  
of  the  widely  adopted  closed form sophisticated techniques  
for solving the presence of time delay element in the state 
model.  It is known that using  the interdisciplinary singular 
systems analysis helped in solving and  interpreting the way 
of dealing with delays elements using closed forms tech-
niques. The importance of this novel method  will  be used as 
we continue to obtain  real intelligent controllers. A particular 
active area of research in the field of time delay systems  is the 
application and development of machine learning techniques 
to design real intelligent controllers. Analyzing  large  scale 
systems with time delays  in both control and states requires  
making  sense  of how to use   the  unique and exact alterna-
tive model developed in [34] to obtain real intelligent control-
lers for wind tunnel systems. It is well known that the most 
famous and important  digital controller  that carry out  most 
of  the information needed to cover both the security and 
speed all over the tunnel systems  has the upper hand over  all  
other  regular ones.  We note  that there are  tremendous 
numbers of researches have focused on the security and speed  
issues in controlling tunnel systems with time delays. These 
issues are very important during the operation that takes place 
in  the tunnels.  The security and the speed are  the most im-
portant factors that must be tackled during the  study of  flow-
ing  of the  air turbulence that takes place in the tunnel. The 
importance of this new field of study will grow as we continue 
to generate and integrate both analog and digital systems to-
gether. We therefore see a great potential to increase the inter-
action between both these two systems  regarding the  speed 
and security based on intelligent machine learning.  Tackling 
these issues will  lead to significant competitive innovation  in 
the field of computers and transportation systems. The effi-

ciency of the security and speed issues  raised  the need to ob-
tain an intelligent technique that can merge  some of the opti-
mal controller to gain both the high speed and  security during 
the usage  of tunnel. To start dealing with the design process 
to  obtain  a real intelligent controller we need to apply some 
learning techniques such as neural networks  that are widely 
covered in the literature. Recently, NN have emerged as a 
powerful tool in pattern recognition, classification and fore-
casting in many areas. They have featured in a wide range of  
engineering  and  industrial  journals, often with promising 
results . Inspired by promising results obtained  in other  
fields, we explored the use of these  intelligence techniques for 
designing a new controller   to control wind tunnel systems  
with delays issues. The main focus of this paper resides in ana-
lyzing wind tunnel systems using a computational intelligence 
techniques such as adaptive NN.  The description of  a dynam-
ical model of a wind tunnel involving a time delay based on a 
neural network is introduced  in the following section.  
 

2  DESCRIPTION OF  A DYNAMICAL MODEL OF A WIND 
TUNNEL INVOLVING A TIME DELAY BASED ON A 
NEURAL NETWORK. 

   
 
 This  section  describes a novel approach for transferring an  
adaptive NN non linear time-invariant systems having a delay 
in the states to a unique and exact alternative finite dimen-
sional generalized state space model with no delay in the 
states nor in the control. This model is capable of generalizing 
results previously restricted to the non delay systems. The 
major feature of this new model is its application as a major 
tool in developing new qualitative properties of linear time-
invariant state-delay systems. One of the most practical appli-
cations of the generalized model developed is the stabilization 
process of the wind tunnel model involving a delay in one 
state. The  approach is based on transferring a nonlinear state 
space system with delayed element to a finite dimensional 
state space system with neither delays in the state nor in the 
control to be used in the  design of a feedback law which  
yields a finite eigenvalues, located at an arbitrarily pre as-
signed value via a realizable transformation.  This new trans-
formation gives an easy and direct way to obtain the solution 
of the delayed control systems in a manner similar to those 
given for ordinary systems.  
 
   It is well known [24] that the presence of time delays in pro-
cess control problem greatly complicate the analytical aspects 
of the control system design and make satisfactory design of 
state apace feedback controller more difficult to implement 
specially in the field of wind tunnel processes. This complicat-
ed processes appeared because controlling the Mach number 
in test section in wind tunnel is a little difficult due to the   
unpredictable changes in wind tunnel process dynamics and 
restriction of air storage volume [12].  Guijun Zhang et al in 
[12] have described synergistic mechatronics design, sensing, 
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and control of a scaled active wind tunnel. Their studied fo-
cused on combined numerical simulations and physical exper-
iments in order to achieve geometric design of the physical 
system while simultaneously developing simplified control 
laws using limited sensing and computational resources. Their 
approach have lacked   the analytical treatment  in an  explicit 
closed form  the effect of the time delay factor that existed  in 
Mach number on the behaviors of the wind tunnel. Instead,  
they focused their  attention on experimental results and end-
ed up with some  good  physical modifications with unique 
sensor  used with control law  in their developments  to 
achieve controlled wind flow in a physical system. On the oth-
er hand and as a result of Sandip D et al [32]  conclusion, great 
deals of  simulated works have been devoted to the analysis 
and design of feedback controller schemes for delayed wind 
tunnel systems among various kinds of delayed systems that 
occurred in the input controls and/or the state variables.   
    It is also well known that Saidahmed in [24] has designed a 
feedback controller of a wind tunnel model involving delays 
in the states in the regular sense based on the notion of singu-
lar system without using the adaptive NNS. Some well known 
approaches introduced in[12],[32] following similar lines as in 
[12],[32] reported a full mathematical model of the National 
Transonic Facility (NTF) which is a continuous-flow cryogenic 
wind tunnel operating at low temperatures (down to 88.7k) 
and high Reynold numbers involves a system of nonlinear 
partial differential equations. The model presented  in [12] has 
shown to be very complicated to be used in the stabilization 
process in real time and instead a simplified mathematical 
model of the Mach number dynamic response to guide vane 
angle changes has been introduced. This mathematical model 
which has been the subject of many recent investigations [1]-
[10] is a system of three differential equations with a delay in 
one state variable. In [12], a discrete time model is introduced 
to design a feedback control of the wind tunnel model having 
delay in the state. Due to the presence of the delay, the dimen-
sion of the discrete-time model increases with the decrease of 
the discretization step size. The approach in [12],[32] is based 
on splines and approximations of solutions of the infinite-
dimensional Riccati-equation which may not be suitable for 
the wind tunnel model because it requires too much repeated 
computation when the operating point being changed. Anoth-
er technique introduced in the literature [1] results in design-
ing a controller whose parameters are functions of the system 
parameters and the design. parameters (e.g., closed-loop ei-
genvalues). Although, this method seems to be simple in ob-
taining the controller parameters, it lakes to have unique con-
troller parameters for specific and desired eigenvalues where 
the controller can only be numerically implemented. The pur-
pose of this project is to introduce a new approach which 
based on transferring the mathematical model of the wind 
tunnel system with delay in the state into a finite dimensional 
linear system whose dynamical variables have no delays in the 
states nor in the controls. A distinct advantage of the tech-
niques lies in its simplicity in designing the controller parame-
ters at different operating points in a manner analogous to 
those given for non-delayed systems and its ability to elimi-

nate the delay element from the state variables. It should also 
be mentioned that the present technique treats the dynamical 
behaviors of the system at and after the discontinuity point 
which occurs at t=τ, where τ is the delay element, much more 
easy and direct and gives a clear role to estimate and detect 
such phenomena. This makes it easy to adjust the controller’s 
parameters of linear feedback for systems with state delays to 
changes in the operating point. It is also shown that the quan-
titative behaviors of the state- delays systems can be achieved 
in a manner similar to those obtained for systems without de-
lays where the effect of the time delay are taken into account 
through the system’s parameters. It is our believe that the de-
sign procedure proposed in this work is a satisfyingly con-
sistent and useful framework for dealing with system with 
state-delays, and opens the door to interesting generalizations 
of results previously restricted to delay-free systems. The ma-
jor feature of the present technique is shown to be typical for 
many process control applications and, recently, has been 
used in designing a new controller for the generalized state 
space time-delay systems [24]. We note also that the problem 
of designing a finite dimensional control law for time delay 
systems has received considerable attention recently in the 
literature. Qing et al  [30] introduces a new process-model con-
trol which based on a predictor. This predictor eliminates the 
time delay from the characteristic equation of the closed loop 
system. Thus, the   design problem for the process with delay 
can be handled out without taking the delay element into con-
sideration. However, the Smith predictor suffers from some 
drawbacks such as the cases where the disturbances and non-
zero initial conditions are presented in the system, especially 
in the case where the process has poles in the left half s-plane 
near the origin. In this case the responses may be sluggish 
enough to be unacceptable[41].  Another major disadvantages 
of the smith predictor is that the dimension of the control pro-
cess should be equal to the dimension of the model beside if 
the process is unstable then the control process-model needs a 
new stabilizing control scheme. Many other investigators [30]-
[44] introduces alternative design techniques to compensate 
for the delay effect either by using the state space technique or 
improving the Smith predictor performance[36]. Since these 
approaches are heavily based on the main idea of the Smith 
predictor, then as a result all of them suffer from the essential 
drawbacks of the Smith predictor, especially in the instability 
problem of' the process control as well as its dimension. In this 
paper, we introduce a new novel approach to stabilize linear 
systems with delayed control which completely avoid using 
the process-model control. The approach is based on the con-
cept of the state space technique because of its advantages 
over the other existing technique for improving the system 
performance. The remarkable feature of the present approach 
is that its ability to generate the delayed state from the input 
and the present state of the process. This structure property 
paved the way by which the major problems of the systems 
with delayed control can be solved.  
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3     PROBLEM FORMULATION 
 
   So, let us consider the following dynamical wind tunnel neu-
ral network involving a time delay in the state variables  to 
identify some wind tunnel applications with some enhance-
ment of  those reported in [12],[32] with an addition of a delay 
factor τ  that is included in the state variables.  It is known [24] 
that the dynamic response of the Mach number perturbations 
δM to small perturbations in the guide vane angle actuator 
δθA, in the steady state operating conditions. We consider a 
dynamical neuron [41]-[44] which is of the form 
 
𝐳̇(t) =A1z(t) + A2z(t-τ) +𝛈𝛈(𝐳) + B u(t)                                         
(1)                                                                                                                                                           
 
Where z ε Rn , n is the state of the neural network, u εRm is 
the input vector , A’s and B are matrices of appropriate di-
mensions, η ε Rnxm  is  a weight matrix.  As it is assumed that 
the vector field θ(z): Rn           Rm  have the elements increas-
ing monotonically to conclude some information about the 
original delayed Mach number in wind tunnel system. The 
elements of  this vector field can be presented as sigmoid func-
tions in the form [41]  
 
𝛏𝐢(𝐳𝐢) = 𝐚𝐢/(𝟏+ 𝐞−𝐛𝐢𝐳𝐢) − 𝐜𝐢 
   
Where ai, bi, and ci are i’s constant parameters of the function 
θ to be chosen according to satisfy the back-propagation neu-
ral network behavior. 
    
   To deal with (1) as a delayed wind tunnel with artificial neu-
ral network, we need to know perfect knowledge of the states 
in the regular dynamical form.  Therefore, we first start trans-
ferring  (1) to its unique and exact alternative form in the 
standard  conventional form by moving the delay element τ 
from the states  to the system parameters[24]. After accom-
plishing this step and having (1) in its standard state space 
form with the assumption that no axis to  measure the states 
directly, we next use a modified estimator similar of that re-
ported in [41] to help obtaining the unavailable states by 
measuring only the output y and the input u of the process in 
(1). The next theorem is needed to accomplish our proposed 
model to be put in the standard conventional singular system 
as follows. 
   
Theorem1: for the linear dynamical model of a delayed wind 
tunnel with artificial neural network described by (1), there 
always exit a linear transformation in the form 
 
w(τ, s) =  eτsz(s) , 
 where s is a complex plane ( usually known as a Laplace al-
gebraic complex plane) that moves the delays element from 
the state variables to the system parameters of the form  
 
ẇ (t) = A w(t) + η ξ(z(t)) + B u(t)           for   0 ≤  t ≤ τ            (2-a)                                                                                                                                      
 and 
F(τ) ż (t)  =  A� z(t)  + F(τ) (η ξ(z(t)) + B u(t))  for  t ≥ τ          (2-b)                                                                                                                                                                                                 

 
It should be noted that the term η θ(z(t)) is treated similarly as 
if it would be another input. 
With initial value w(τ) for t ≥ τ is obtained from (2-a) at  t = τ 
and (2-b) is a unique and exact alternative model of (1) for all     
t ≥  τ in the form of  generalized state space system,  

 F(τ) = I +  A2 A(τ),  A(τ) = ∫ e−A1θ dθτ
0  

  
 ,and  A� = A1  + A2    

Proof: We prove this theorem by introducing the linear trans-
formation introduced by Saidahmed [5] of the form  
𝐰(𝛕, 𝐬) =  𝐞𝛕𝐬𝐳(𝐬)                                                                            (3) 
                                                                                                                                      
with initial value w(0, s) is given by 
  w(0, s) = z(s)                                                                              
By taking Laplace transform of (1) and applying   the  linear  
transformation  given in (3), results in 
 
dw(τ,s)
dτ

   = Aw(τ,s) + eτsz0 + A1z(s) + eτs( 𝐏(𝐬)+ B u(t))             
(4)                                                                                                                                         
 
where  P(s) is the Laplace transform of  η ξ(w(t)). Solving (4) 
with respect to w(τ, s), yields 
 

w(τ, s) = eA1τz(s) + �∫ eA1(τ−θ)dθτ
0  

  
� A2z(s) 

         +  �∫ eA1(τ−θ)eθsdθτ
0  

  
�  ( P(s) +Bu(s)) 

         + �∫ eA1(τ−θ)eθsdθτ
0  

  
� 𝐳𝟎                                                     (5)    

By inspection, we note that the most right hand term of (5) can 
be rewritten  as 
 

�∫ 𝐞𝐀𝟏(𝛕−𝐝)𝐞𝐝𝐬𝐝𝐝𝛕
𝟎  

  
� 𝐳𝟎 = (sI – A1 )-1 � 𝐞𝐬𝛕 𝐈 −  𝐞𝐀𝟏𝛕  

  
�z0              (6) 

                                                                
and the third term on the right hand side of (5) can be inte-
grated by part, so we have  
 

  �∫ 𝐞𝐀𝟏(𝛕−𝐝)𝐞𝐝𝐬𝐝𝐝𝛕
𝟎  

  
� ( 𝐏(𝐬) +Bu(s))= (sI – A1 )-1*[ esτ I - 𝐞𝐀𝟏𝛕 ]                     

*( 𝐏(𝐬) + B u(s))                                  (7)                                             
                                                             
Collecting (6)  and (7) all together and converting the result 
into the time domain, we end up with 

𝐳(𝐭) =  �𝐞
𝐀𝟏𝛕 + ∫ 𝐞𝐀𝟏(𝛕−𝐝)𝐀𝟐 𝐝𝐝𝛕

𝟎  
  

� ∗ 𝐳(𝐭 − 𝛕)𝐮𝐬(𝐭 − 𝛕) 

             +𝐞𝐀𝟏𝐭 [ 𝐮𝐬(𝐭)−𝐮𝐬(𝐭 − 𝛕)] 
     +∫ 𝐞𝐀𝟏(𝐭−𝐝)(𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭))  𝐭

𝟎 *[us(t) -us(t- 𝛕-θ)]dθ          
(8) 
                                                                                                          
 where  us( . ) stands for a unit  step function . It is clear  from 
examining  (8) that for  0 ≤  t ≤ τ, we get 
𝐳(𝐭)= 𝐞𝐀𝟏𝐭𝐳𝟎 + ∫ 𝐞𝐀𝟏(𝐭−𝐝)(𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭))  𝐭

𝟎 𝐝𝐝, 0 ≤ t≤ τ   (9-a)                                                                                                                         
Obviously, (9-a) is in the form of the linear differential  steady 
state   
𝐳̇ (t) = A1z(t) + 𝛈 𝛏(𝐳(𝐭))  + B u(t),0≤t≤τ                                  (9-b)                                                                                      
and  the part of the dynamic system (1) for  t ≥ τ with initial 
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value x(τ) can be also obtained from the (8) at  t = τ as 
𝐞𝑨𝟏𝛕𝒛(𝒕) = (𝑰 +𝐀(𝛕)𝑨𝟐 )𝒛(𝒕 − 𝝉)     
                     + ∫ 𝐞𝐀𝟏(𝛕−𝐝)(𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭))  𝐭

𝟎 𝐝𝐝                    (10)                                      
Substituting (10)  into (1) and collecting similar terms, results  
in 
  
𝐀(𝛕)𝐳̇(𝐭) = 𝐳(𝐭)− 𝐳(𝐭 − 𝛕)+A(τ) (𝛈 𝛏�𝐳(𝐭)�+   𝐁 𝐮(𝐭)), t ≥ τ  
                                                                                                        (11) 
Premultiplying (11) by A2, using (1) and collecting  similar 
terms, we  end up with singular time invariant system of  the 
form 
 
𝐅(𝛕)𝐳̇ (t)  =  𝐀� z(t)  + 𝐅(𝛕) (𝛈 𝛏(𝐳(𝐭)) + 𝐁 𝐮(𝐭)) for  t ≥  τ        (12) 
 
Obviously, (12) is in the form of  linear dynamical model of a 
grid computing transactions with no delays factor in the gen-
eralized system form which  contains  the  non-delay  system 
as special case see [24] for more information about (12). To see  
this, let  τ  = 0 in (12),  yields    
 
𝐳̇ (t)  =  𝐀� z(t)  + 𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭)      t ≥  0                            (13)                           
                                                                                           
Eq.(13)  shows direct  verification  of the  present  approach. It 
should  be mentioned that (12) is  also called a unique alterna-
tive  representation of (1) in the  sense  that  the behavior  of 
the system is uniquely determined  by (12). On the  other  
hand and  as seen by (9-b), the dynamical behavior of the sys-
tem for  0 ≤ t ≤ τ  with τ > 0 takes the expected form that can 
be derived directly from(1) as 
 
𝐳̇ (t)  =  A1 z(t)  + 𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭),  𝟎 ≤ 𝐭 ≤ 𝛕                      (14)                                                                                                                                                                                                                                                                                       
                    
Which means, we could have been  obtained (14) by inspection  
from (1) by knowing that A2z(t− τ)us(t− τ)  = 0 from          0 
≤ t ≤ τ. This strengths theorem (1) and  supports the idea that 
(14) describes  completely  the behavior  of  the  system (1) for 
0 ≤ t ≤ τ. This  completes the proof. 
 
   It is important to note  that, in most practical cases  the  ma-
trix F(τ) in (12) is invertible and this reduces the difficulty 
which usually encountered when dealing with states-delay  
systems. We should also know that in case of  having (12) as a 
singular  system it must be checked first for the solvability 
condition, then (12) can be divided into two essential subsys-
tems: slow and fast subsystems. The slow part contains all the 
dynamical information about system (1) for t ≥ τ while the fast 
part involves the impulsive modes due to the existence of  the 
algebraic behavior that occurs only at t = τ .  
 

4     A NEW APPROACH FOR DESIGNING AN  INTELLIGENT   
CONTROLLER  OF   A  WIND  TUNNEL  INVOLVING   A  
DELAY 

 
   Accordingly, the slow part  of our general imitation model 
gives rise to dynamics which fall into a conventional standard 

class of state space singular models that are considered in evo-
lutionary game theory  namely regular, payoff-monotone dy-
namics. We note that there are various properties of  payoff 
monotone dynamics; where most results focus on the case of 
single population continuous time dynamics. As it is well 
known [20], the stability properties obtained for continuous-
time dynamics (12) in general do not directly translate to dis-
crete time formulations; because in discrete-time overshooting 
phenomena might destabilize equilibrium that are stable with 
respect to corresponding continuous-time dynamics. To see 
the usefulness of  the preceding approach,  let us examine the 
following dynamical model of a wind tunnel  with delays in 
the state as given in [24]. Our attention here will be focused on 
the effect of  the delayed element  on the behaviors of  the 
wind tunnel  during its  dynamical operation interactions and 
the interested people in wind tunnel  systems involving a de-
lay based on an artificial Neural Network are advised  to see 
[20],[42].  The major feature of the present technique is shown 
to be typical for many process control  applications and, re-
cently, has been used in designing a new controller for the 
generalized state space time-delay systems [24].  It is known 
from [24] that the dynamic response of the Mach number per-
turbations  δM to small perturbations in the guide vane angle 
actuator δθA, in the steady state operating conditions of  a 
wind tunnel  systems involving a delay based on an ANN be 
given by the following applications. 
 
𝒛̇(𝒕) = 𝑨𝟏𝒛(𝒕) + 𝑨𝟏𝒛(𝒕 − τ) + 𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭)                    (15)                                                                                                      
 
where      

𝑨𝟏 = �
−𝒂 𝟎 𝟎
𝟎 𝟎 𝟏
𝟎 −𝝎𝟐 −𝟐ζ𝝎

� ,
   

     𝑨𝟐 = �
𝟎 𝒌𝒌 𝟎
𝟎 𝟎 𝟎
𝟎 𝟎 𝟎

�,  

 

𝑩 = �
𝟎
𝟎
𝝎𝟐

� ,      𝛈 𝛏(𝐳(𝐭)) = �

𝟏
𝟏+𝒆−𝒛

− 𝟎.𝟓
𝟎
𝟎

� 

and 𝑧1 = 𝛿𝛿 , z2 = δθ  ,  z3 = δθ  , u = δθA , and δθ the guide 
van angle,  τ≥ 0 is a delay element , a, k, ζ, ω  are parameters 
depending on the operating point and Presumed constant 
when the perturbation 𝛿𝛿, δθ  , δθA ,small. For the sake of test-
ing the exactness and uniqueness solution introduced by theo-
rem (1), we introduce the following development based on the 
application of  this  new method stated in theorem (1) to deal 
with (15).  We first convert  the infinite dimensional time delay 
system (15) to a finite dimensional linear generalized state 
space model with no delays in the states nor in the control 
input. Secondly and based on this new model, we  design a 
scheme of an intelligent feedback controller which yields a fast 
mach number response, which in turn reduces the cost of liq-
uid nitrogen losses during the transient regimes, can be ob-
tained.  To see this and based on theorem (1) , system (15) can 
be easily transferred to an exact and alternative form for  
0 ≤ 𝑡 ≤ 𝜏 as 
 
 𝒛̇(𝒕) = 𝑨𝟏𝒛(𝒕) + 𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭)                                       (16-a)                                                                                                                   
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and  since F(τ)  are invertible for all τ ≥ 0, then (15) for t ≥ τ  
takes the form 
 
𝐳̇ (t)  =( 𝐅(𝛕) )-1 𝑨� z(t)  + 𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭))                        (16-b)                                                                                                
  
with 

F(𝛕) =  I +  A2 A(𝛕)  , A(𝛕) = ∫ 𝒆−𝑨𝟏𝐝 𝐝𝐝𝛕
𝟎  

  
, 𝐀� = A1  + A2    

Eqs.(16-a) and (16-b) are in the from of conventional state 
space form and a feedback controller can be easily obtained to 
stabilize (16) by the proper choice of  the feedback gain see 
[41], [42].  
 
Example1: Let a wind tunnel system be described by  
 𝒛 ̇ (𝒕) = 𝐳+  𝒛(𝒕 − 𝝉) + 𝟏

𝟏+𝒆−𝒛
− 𝟎.𝟓 +  𝒖(𝒕), z(0) = 2.0             (17)                                                        

                                                                                 
With transmission delay τ = 1, using theorem (1) for 0≤ t ≤ 1, 
we have  
 𝒛 ̇ (𝒕) = 𝒛 + 𝟏

𝟏+𝒆−𝒛
− 𝟎.𝟓 + 𝒖(𝒕) with x(0) =2.0 for 0 ≤ t ≤1(18) 

 
Using a nonlinear  feed back in the form  
 u = kz - 𝟏

𝟏+𝒆−𝒙
+ 𝟎.𝟓   

with k= - 2 to stabilize (18), thus we get  
 
 𝒛̇(𝒕) = −𝒛(𝒕) ,    x(0) = 2.0                                                           (19) 
 
Which has a solution given  as  
 
z(t)  = 2.0e-t       , 0 ≤  t ≤ 1                                                            (20)                                                                                                                                                                 
 
The  initial value z(τ) to be used with the second part of theo-
rem (1) for  t ≥ τ is obtained from (20) at             t = τ =1 as 
  
  z(1) = 0.736                                                                                  (21)                                                                                                                                                                                                              
 
The second part of theorem (1)  is obtained from (12) for t ≥ 1 
which is a unique and exact alternative form  of  (15)  can also 
be obtained as 
 
𝐅(𝛕)𝒛̇ (t)  =  𝑨� z(t)  + 𝐅(𝛕)( 𝛈 𝛏(𝐳(𝐭)) +  𝐁 𝐮(𝐭)),   t ≥ 1             (22)                                                                    
          

By using A1=1, A(τ =1) = A(𝟏) = ∫ 𝒆−𝑨𝟏𝒅𝒅𝒅,𝟏
𝟎  

  
=0.632 ,   𝐀� = 2 ,    

u(t) = -2- 𝟏
𝟏+𝒆−𝒙

+ 𝟎.𝟓  ,    F(𝟏) = 1 + A2A(𝟏) =1.632,   and  𝐴̂ = 2, 
then (22) reduces to 
    
 𝒛̇ (t) = - 0.225 z(t)                   , t ≥ 1                                             (23)                                                                                                               
 
with initial value z(1) = 0.736, as calculated from (20) at             
t = τ = 1  
   It is clear from (23) that the unstable  wind tunnel  systems 
with delayed time (17)  with a nonlinear controller  
  

    u = f(kz) =  kz - 𝟏
𝟏+𝒆−𝒛

+ 𝟎.𝟓   
can be stabilized by the proper choice of the nonlinear feed-
back gain u = f(kz)  based on  the same technique being used 
with the conventional state space  design approach for  con-
trolling the time invariant systems. This results support the 
effectiveness of our approach introduced in this work. Next 
we show how to establish trust relationship in networked grid 
enabled applications systems based on an inelegant technique.  

5     ADAPTIVE   CONTROL  SYSTEM    BASED                       
ON SLOW  MODE   OF    THE    DYNAMICAL   
CONSTRUCTION  SCHEMA  FOR IMPROVING             
WIND TUNNEL SYSTEMS (WTS)  

 
   Recently, It is well known that improving the performance 
of WTS issues  has received considerable attention in the liter-
ature[25]-[44]. These  issues have been  raised due to uncer-
tainty as well as the presence of the delay element in the Mach 
number control in a wind tunnel. Therefore, we need to build 
a new rule to be used for constructing dynamical schema rela-
tionship among wind tunnel systems. It is well known that the 
dynamical schema models are not well-suited for dynamic 
WTS environment, because most applications need to be de-
signed in a real physical environment. To design this kind of 
dynamical schema, we need to deal with system (2-b) in the 
regular standard form which can be transformed into two 
modes : slow and fast as had been reported in Saidahmed [24]. 
From this work, it is well known that the slow mode of (2-b) 
takes the form 
     
𝐳̇Rs(t)= 𝐀� Rs(τ)zs(t) + ηs (𝛕) 𝛏Rs(𝒛(𝒕)) + Bs(τ)  u(t), for  t ≥ τ    (24-
a)   
 
 𝐲𝐬(𝐭) = 𝑪(𝛕) 𝐳𝐬(t) 
                                                                                                                                   
and the fast mode is written as  
 
𝑭�(𝛕) 𝐳̇Rf(t)= 𝐀� Rf(τ)zf (t)+ηf (𝛕)𝝃� Rf (𝒙Rf)+𝑩Rf (τ)u(t) for t ≥ τ     (24-
b) 
 
𝐲𝐟(𝐭) = 𝑪(𝛕)𝐳𝐟(t) 
 
where all related matrices and variables concerning the sub-
scripts slow and fast modes can be found in more details in 
[24].  We note from [5] that the fast mode represented in (24-b) 
vanishes for all t > τ+, therefore, we will focus our attention on 
(24-a) for designing the proposed dynamical schema of WTS. 
Since it is assumed that all state variables are not available for 
direct  measurement, then the neural network defined in (22-a) 
cannot be used directly in the design of an intelligent control-
ler without having all the state available to be measured at 
hand. Therefore, Using theorem 1 a model free observer may 
be applied now to get the full-state observation from the out-
put measurement and an adaptive intelligence model to en-
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hance dynamic performance of  WTS can be easily implement-
ed [42]. A  modified model free estimator reported in[41] can 
be used to get a full-state estimation from the available output 
measurements as 
𝐳�̇𝐬(𝐭) = 𝐀� Rs(τ) 𝐳�𝐬(𝐭) + 𝐋 𝐬𝐬𝐬�𝐲𝐬(𝐭)− 𝐲�𝐬(𝐭)� 
                                −𝐊�𝐲𝐬(𝐭)− 𝐲�𝐬(𝐭)� ,    t ≥ τ                            (25)                                                              
𝐲𝐬(𝐭) = 𝑪(𝛕)𝐳𝐬 (t)  
Where 𝐋 = −ρP−1CT , and 𝐊 is a positive gain matrix,                
P = PT >0 ( T denotes transposed of a matrix) is a solution of 
the Lyapunov equation which is related to A�, C, and K, p > 0 is 
related to C in (25). Then the estimate 𝑧 �  estimated from (25) is 
considered as the full-state of the grid computing process and  
it is utilized to obtain a neural network to identify the WTS 
model in (1). For More details about the (25) see [Wen Yut].  
Based on system (25) and for the sake of brevity, it is an easy 
task to show that the required proposed dynamical adaptive 
intelligence model with delayed factor follows similar lines as 
those reported in [24]. It should be also noted as reported in 
[41] that this kind of adaptive controller have different catego-
ries of the multi-model neuro control that can be summarized 
and follow similar lines as reported in [20] as follows. 
1-  For  one  neural estimator and multiple neuro controllers, 
the modified neuro identifier adaptive control in terms of the 
transmission delay τ  can be obtained  from the sliding mode 
control as:  
                                                                                                                                       
 
 
𝒖 =  −𝒌 P-1 sgn(e(τ)) ,   k > 0   for  t ≥  τ                                    (26) 
  
where  e(τ)  denotes the bounded identification error in terms 
of the transmission delay τ. 

 
2- For multiple dynamic neural networks controller,  the mod-
ified neuro identifier in terms of the transmission delay τ  
takes the form  
 
𝒛�̇𝐬(𝒕) = 𝑨𝒔𝝈(𝛕)𝒛�𝒔(𝒕) + 𝜼𝒔𝝈(𝛕)𝝃𝝈�𝒛� (𝒕)�+𝑩𝒔𝝈 (𝛕)𝐮(𝐭), t ≥τ        (27) 
                                                                                              
Where a 𝝈 ε  Z = { 1 , 2 , ..., z} is the switching input.  
    
   Both the free time delay multiple  neuro controller defined in 
(26) and  the system (27)  are said to be  intelligent WTS com-
puting adaptive control for all t ≥  τ .  First, we  need to get a 
slow model which has no delay element in its variables nor in 
its control input and then we design a neuro identifier  which 
leads to get an adaptive control system. The  first control ap-
proach is based on one neuro identifier while the second ap-
proach has utilized the notion of multiple neuro identifiers 
reported in [41] where the uncertainties compensation of the 
bounded control error uses classical control technique where 
the bad transient response caused by the single neuro identifi-
er could be overcome.  
 
      Since we transferred the dynamical delay time model of 
wind tunnel based on Neural networks technique defined in 
(1) to its  alternative unique and exact model (2) without de-

lays in the state variables nor in the control input, then all 
conventional approaches that are reported in the literature can 
be easily extended to  utilize the improvement of WTS. In 
what to follow we extend some of our works introduced in 
[20] to develop our  proposed time optimization back-
propagation neural networks (TOBPNN) algorithm based on 
the slow part of this alternative model. 
 
 
6   THE PROPOSED TOBPNN AND SCHEDULING        

APPROACHES  USED FOR WTS 
 
   Our work in [20] can be easily extended to cover  the com-
puter network  of WTS  that are geographically distributed 
based on grid computing techniques. So, We start our work by 
assuming that all computer controlling each tunnel are con-
nected in parallel processing with both deadline and budget 
constrained (DBC) algorithms are based on TOBPNN. The 
time-optimization scheduling algorithm for WTS program  
uses all the affordable data  to process jobs in parallel as early 
as possible. The aim of the Time optimization scheduling algo-
rithm is to complete the tasks of each computer controls the 
tunnel as quickly as possible within the available budget. Our 
proposed scheduling algorithm takes the scheduling decision 
based on the important information comes from the TRTE 
Model as shown in Fig. 6.   

 
Fig. 6 Scheduling algorithm of WTS Computer Network 

based on TOBPNN. 
 
Following  similar steps that we developed in [20], one can 
easily implements DBC with time-optimization scheduling 
algorithms based on TOBPNN by developing a computer con-
trol program that has the ability to execute a complete grid 
computing for WTS  based on Java programming language 
where the proposed scheduling algorithm is encapsulated 
within the broker scheduling heuristics.  In what to follow, we 
describe how our proposed algorithm works in the compute 
intensive experiment Gridlets considering only one Gridlet 
specifications in the experiment. The Gridlet length is deter-
mined by the number of million instructions (is measured in 
terms of MI) and the size of Gridlet input file size and the 
Gridlet output file size in terms of MB as shown in Table 1.  

 
Table 1 The Gridlet specification 

 
length(MI) Input file  
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size(BYTE) Output file 
size(BYTE) 

 
3035.5 3035.5 80 

 
Applying the information of TRTE Model to  the gridlet speci-
fication given in table 2 for 5 nodes that are representing all  
computers connected in the grid for  controlling flow move-
ment of  the tunnels. 

 
Table 2  The results of applying the proposed T R estimation 

model 
 Tunnel’s C

om
-

puter  id 

Tunnel nam
e 

N
o of PE 

Tunnel’s C
om

-
puter  R

at-
ing(M

IPS) 

C
ost per 

M
I($/M

I) 

Expected task 
run tim

e(sec) 

10 T4 7 1420 5 728355 

20 T2 6 2460 5 728355 

30 T0 16 7424 14.5 643435 

40 T1 4 2060 50 541720 
 
 
Feeding the data given in the last column in Table 2 to the 
proposed TOBPNN scheduling algorithm, we easily obtain 
least expected task run time as output of the TOBPNN.  
 
 
7   RESULTS ON SIMULATION ENVIRONMENT OF WTS 

USING GRID ENABLED  COMPUTING SCHEDULING 
BASED ON BPNN 

 
     A simulation grid environment of WTS using grid enabled  
computing scheduling based on BPNN can be created in a 
way similar to the general simulation model in GridSim. The  
tunnel’s node  data can be created with different Gridlets 
properties, length, size and different scheduling policies.    
Table 9.1 shows  GridSim properties that are needed to im-
plement a simulation of a task using  a Gridlet object. 

 
Table 3  A General Sample Gridlet Object. 

 
 
Table 3 shows needed data regarding the Gridlets with differ-
ent requirements. These data  as well as defining their number 
of Gridlets, connection speed (baud rate), maximum time to 
run simulation, and scheduling policy like Gridsim time opti-
mization(Gridsim TO),TOBPNN, and Min-Min scheduling 
algorithms.  Meanwhile, Table 4 gathering some other re-
quired data to be used in the development of TRTE Model 
which consist of two classes and embedded them in scheduler 
adviser method in GridSim broker class.  Our proposed TO-
BPNN starts searching to find the most suitable tunnel’s node  
based on the expectation of the task run time in all available 
tunnels then computes the minimum completion time. 

Table 4 User Object needed data. 
 

   
Gridlet 
ID 

Gridlet 
Length(MI) 

Input File 
Size (MB) 

Output File 
Size (MB) 

1 2956 30 6 
2 2478 33 989 
3 56873 231 4422 
4 76982 447 1000 

…… …… ……. …… 
N 7063 80 200 

 
   To conclude our work so far in this paper, we have  used 
GridSim default broker as a tunnel broker. We have created a 
TRTE Model which consists of two classes and embedded 
them in scheduler adviser method in GridSim broker class. 
Then, the TOBPNN tries to find the most suitable tunnel’s 
node  based on the expectation of the task run time in all 
available tunnel  then computes the minimum completion 
time. Finally, the TOBPNN assigns the Gridlet to the found the 
required tunnel. The computer program creates an experiment 
that acts as a placeholder before starting the simulation pro-
cesses where GridletList that stores a set of Gridlets should be  
processed with tunnel scheduling policy requirements. That 
means, when simulation process starts,  the broker creates a 
tunnel list to store dynamic information and characteristic 
properties of available tunnel acquired from the GIS. During 
the simulation each broker continuously queries the GIS and 
gets dynamic information about the available tunnel and start-
ing loading them. Then Tunnel’s node sends its query to its 
tunnel broker via the application interface. The broker of each 
tunnel gets their Gridlets from its experiment object via exper-
iment interface of that broker. After that the broker of tunnels 
puts all Gridlets to be sent for execution into the unfinished 
GridletList. In our design, it is no  necessary to get time man-
agement (i.e. each tunnel wait specific delay and then sends all 
Gridlets at one moment packed in experiment object to its 
brokers), because the delay factor has been already overcome  
using theorem (1). This delay is defined when the tunnel’s 
node is created. Based on theorem (1) , A new Gridlet during 
the simulation can be  developed with a dynamic scheduling 
algorithm. That means new tunnel inquiry  can send new 

Tunnel N
am

e 

Baud R
ate 

(M
bit/s) 

M
ax. Sim

ula-
tion 

Tim
e (hour) 

Scheduling Pol-
icy 

# of G
ridlets 
 

Name _1 200 15 hour TOBPNN 20 
Name _2 350 19 hour Min-Min 300 

Name _3 350 12 hour Cost opt. 100 

..... …. ….. ….. ….. 
Name _N 240 18 hours Time opt. 200 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 4, Issue 5, May-2013                                                                    474 
ISSN 2229-5518 
 

IJSER © 2013 
http://www.ijser.org 

Gridlets until this simulation finishes.        
   The Grid Economic tunnel’s broker with  its components is 
introduced next. The proposed Time Optimization based on 
Back-Propagation neural network (TOBPNN) scheduling al-
gorithm is also discussed. To show the usefulness and effec-
tiveness of the two proposed scheduling algorithms, their re-
sults are  compared with the bench mark min-min[40] sched-
uling algorithm and the GridSim time optimization      
(GridSim TO)[24]. 

 
 
 

 
8   SIMULATION RESULTS AND ANALYSIS 

 
 
   In this section, we used the GridSim toolkit to simulate a 
Grid environment and a Nimrod-G like deadline and budget 
constrained scheduling system called economic Grid resource 
broker. The simulated Grid environment contains tunnel’s 
nodes model and their entities with different requirements. 
The operators create an experiment that contains a  tunnel’s 
node  model application specification (a set of Gridlets that 
represent application jobs with different processing) and qual-
ity of service requirements (deadline and budget constraints 
with optimization strategy). We created two entities that simu-
late users and the brokers by extending the GridSim class. 
When simulated, each user entity having its own application 
and quality of service requirements creates its own instance of 
the broker entity for scheduling Gridlets on resources. In this 
section, we also  discuss the results of implementing schedul-
ing algorithms such as the proposed TOBPNN, Min-Min and 
GridSim TO in grid environment. The detailed performance 
evaluation of economic driven scheduling algorithms is car-
ried out through a series of simulation scenarios by varying 
deadlines, budgets, the number of gridlets in the experiment, 
optimization strategies and simulating geographically distrib-
uted Grid. Our work is applied to the case of  virtual grid en-
vironment. In order to evaluate the effectiveness of the pro-
posed algorithm we compared its results with other ap-
proaches that are well known in the field of grid computing 
scheduling. 

 
 
 

9     SIMULATION PROCESS OF TUNNEL’S NODES 
        MODELING 

 
   In order to develop, test, and evaluate the proposed algo-
rithm, a Grid Scheduling Framework for  tunnel’s nodes is 
created. This framework consists of: tunnel’s nodes model, 
application model, and scheduling policy. Firstly, in the tun-
nel’s nodes model, it is described as one entity where the a 
virtual world grid environment with different number and 
types of tunnel’s nodes is simulated. We present a table that 
contains  the used tunnel’s nodes model characteristic. The 
tunnel’s nodes model application is modelled as a BoT (Bag-

of-Task) where BoT applications are those applications com-
posed of various tasks that are independent on each other. 
Finally, the scheduling policy defined as TOBPNN is also de-
veloped for a bag-of-tasks application to be scheduled on tun-
nel’s nodes model connected through Grid Computing envi-
ronment. Simulating application scheduling in GridSim envi-
ronment requires the modelling of GridSim tunnel’s nodes 
model and their applications. The application must be simu-
lated as a set of independent Gridlets (jobs) to be submitted to 
the grid tunnel’s nodes model.   

 
 
9.1    APPLICATION  MODELING 

 
 

   We model  a task tunnel applications [20],[22],[24] which 
have a number of Gridlets that varies from 1 to 5 with a step of 
1. In GridSim, these jobs are packaged as Gridlets. Each 
Gridlet content includes job length in MI, size of job input and 
output data in mega bytes along with various other execution 
related parameters. The job length is expressed in terms of the 
time it takes to run on a standard tunnel resource PE with 
SPEC/MIPS rating of 100. Scheduler flow manager is an im-
portant component of the Economic Resource Broker. It con-
tains the implementation of many scheduling algorithms and 
heuristics that can be used by the operator  to schedule his 
tunnel application (Bag of tasks) according to his demand. The 
operator  is responsible for submitting his tunnel application 
and choosing his broker entity. Each user has his own tunnel 
broker (scheduler) according to his needs and his desired 
scheduling policy. The operator may need to optimize the 
time, the cost, time and cost, or no optimization at all.  To-
wards the goal of optimizing the tunnels need we developed 
and proposed a Time optimization scheduling algorithm 
based on back propagation neural networks (TOBPNN). Tasks 
total completion time and throughput are optimized using the 
proposed scheduling algorithm. The proposed scheduling 
algorithm is based on estimating tasks run time using back-
propagation neural networks. This estimation is evaluated on 
all available tunnel applications. The tasks are scheduled for 
the tunnel that gives the minimal task run time. We repeat 
scheduling until all tasks are finished. 
 
 
9.2   VIRTUAL WORLD GRID ENVIRONMENT 

 
   In this section we first working with virtual grid environ-
ment that  consists of 5 tunnel’s nodes connected to grid com-
puting that are not found in the real world. Many simulation 
processes are implemented in this environment by varying the 
number of tunnel’s nodes (to be 1, 2, 3, 4, and 5 tunnels) that 
are geographically distributed and can be treated as resources 
characteristics in the grid computing networks. Computing 
algorithms with different number of tunnel’s nodes works as 
Gridlets (jobs) are submitted to each virtual grid environment. 
The number of tunnel’s nodes connected to the Grid  in each 
Computing algorithms varies from 1 to 5 with a step of 1. In 
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each simulation process, we consider the  tunnel’s nodes char-
acteristics table as shown in table 9.3.  The Tasks total comple-
tion time and spent budget are measured for the three sched-
uling algorithms: Min-Min, GridSim TO and the proposed 
TOBPNN. The percentage improvement of the total comple-
tion time among the scheduling algorithms is also plotted. We 
also noted that, the throughput is measured to show the effec-
tiveness of changing the deadline on the real time jobs(jobs 
that need to be completed within a specific deadline).  The 
throughput (Gridlet Completion rate) is measured in the simu-
lation process having tunnel’s nodes connected to grid       
networks. The chosen number of tunnels is chosen to be 
around the number of tunnels in real world wide grid which is 
almost 5.  
 

 
9.3   SIMULATION  PROCESS  USING  FIVE CONNECTED 
TUNNEL IN THE GRID COMPUTING  NETWORKS  

 
 

      In this simulation process, 5 tunnel’s nodes connected to 
grid computing network are simulated as a virtual world grid. 
We randomly choose the tunnels characteristics as shown in 
Table 5. The results of the submission are summarized in the 
performance evaluation table as shown in Fig.7. In Fig. 8 , the 
comparison among the three scheduling algorithms: the Min-
Min, the GridSim TO, and the proposed TOBPNN in terms of 
Make span (Total completion time). Fig.8  illustrates the per-
centage improvement in minimizing the total completion time. 
This Figure helps us to make the analysis of the obtained    
results. 

 
 

 
Table 5 Tunnels  Characteristics using 5 Tunnel’s nodes 
 

 
Table 5  summarizes the results obtained after using the three   
Table scheduling algorithms: Min-Min, GridSim TO, and TO-
BPNN.  Since we are focusing on the time optimization, Fig.7 
shows  the performance evaluation in terms of total comple-
tion time for the Min-Min, GridSim TO, and the proposed 
TOBPNN scheduling algorithms. In this simulation process, a 
relative deadline is used so the tunnel’s nodes Gridlets com-
pletion rate (Throughput) is 100% which means that all tun-
nel’s nodes Gridlets are completed within the specified dead-
line. When the deadline is greater than the time required to 

execute all Gridlets consisting of tunnel’s nodes, the through-
put is not necessarily to be measured. We need to measure the 
total completion time (make span) and the spent budget  for 
the comparison between the proposed scheduling and  other 
pre-existent approaches.  
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
Fig. 7 Total completion time for 5 Connected  Tunnel in the 

computer grid applications 
 
Fig.7 showed that the proposed TOBPNN scheduling algo-
rithms is better than those given by both the benchmark min-
min [47] and GridSimTO [8] scheduling algorithms. Two Fig-
ures are used to  plot the percentage improvement: the first 
one depicted in Fig.8 shows  the percent improvement in the 
total completion time between the proposed TOBPNN and the 
Min-Min scheduling algorithms , while the second one given 
in Fig.9  shows that the percentage improvement between 
TOBPNN and GridSimTO.  We note also that the percentage 
improvement in total completion time using both Min-Min 
and TOBPNN scheduling algorithms is measured and calcu-
lated  using the following relation given in [45]:  

 
Percent improvement  =  (TCM min-min  - TCMTOBPNN ) 
                                                           / TCM min-min *100      (28) 
    

Tunnel 
Name 

No. Of proces-
sors used in 
Tunnel’s Com-
puters 

Rating 
MIPS 

Cost per MI 
($/MI) 

Tunnel_1 6 534 0.11234556 
Tunnel _2 8 1144 0.61237865 
Tunnel _3 4 522 0.12435422 
Tunnel _4 2 170 0.10034012 

Tunnel _5 10 2442 0.18794653 
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Fig. 8  Percentage improvement between TOBPNN and Min-
Min 

 
Fig.8 and Fig.9 indicate that the percentage improvement in 
(28) tends toward zero when the tunnel’s nodes  are less than 
or equal to 2 tunnels.  On the other hand, when the number of 
tunnels  increased beyond 3, the percentage improvement 
sometimes tends to reach 10%. This is because our proposed 
algorithm made the decision of using low tunnels numbers 
with maximum processing rate.  Also, Fig.9  shows that,  espe-
cially,  when the number of tunnels is greater than 5, the per-
centage improvement tends to decrease again and my goes to 
toward zero for large number of tunnels. This is because both 
the proposed TOBPNN and Min-Min scheduling algorithms 
make use of  same scheduling decision.  The percentage im-
provement in the total completion time between TOBPNN and 
the GridSim TO scheduling algorithms is almost varying from 
1,2% to 8%.  This indicate that our proposed algorithm gives 
better  performance other that the GridSim TO especially 
when the number of connected tunnels are increasing as 
shown in Fig. 9.  In Fig.10 , one can easily sees that the spent 
budget for the proposed  between TOBPNN and the GridSim 
TO. The Spent budget is measured in terms of $/MI where  
minimum means the total completion time while the maxi-
mum indicates the spent budget. 

 
Fig. 9   Percentage improvement between TOBPNN and 

GridSim TO. 
 

     
Fig.10 Total Spent budget in the case of using 5 Tunnel’s 

nodes 

10   CONCLUSION 
  
   This paper introduced the problem of improving the security 
and  performance of   wind tunnel  systems based on  a novel  
intelligent technique based on a grid computing systems. The 
paper tackles this problem by first  introducing a dynamical 
platform model  that was shown to be  suitable for this kind of 
tunnels  platforms to cope with the presence of delays element  
in the Mach number. This platform  had been used to design 
an intelligent adaptive controller  which was  easily imple-
mented on overlay computer controlled networks without 
extra cost. Including the dynamical delay factor in the process  
has strengthen our work based on a new  novel approach  that 
helped  in improving the  stability  and robustness of the flow-
ing objects in the tunnels as well as overcoming  many draw-
backs issues that appeared in securing the tunnels. The control 
process that uses the grid computing network to  control all 
tunnels connected to this network involved a dynamical de-
layed time elements. We showed  that both of delays elements 
and the heterogeneity of the tunnels behaviors are treated us-
ing some innovative technique that has led  to improve the 
performance of tunnels  which have  shown to be faster than 
previous techniques  in terms of the number of tunnels end 
heterogeneity of their locations . The work has also shown that 
nonlinear time-invariant systems having a delay in the states 
can be transferred to a unique and exact alternative finite di-
mensional generalized state space model with no delay in the 
states nor in the control input. This model was capable of gen-
eralizing results previously restricted to the non delay sys-
tems. The major feature of this new model has been consid-
ered as an excellent  application for dealing with the develop-
ment of wind tunnel’s behaviors and also as a major tool in 
developing new qualitative properties of linear time-invariant 
state-delay systems. One of the most practical applications of 
the generalized model developed is the stabilization process of 
the wind tunnel model involving a delay in the states. It has 
been shown that the transient response of such system can be 
improved by using only one feedback control law, which can 
be easily implemented in a manner analogous to those ob-
tained for standard state space systems, using the non-delay 
state variables. The results obtained are much more direct and 
the presence of time delay in the Mach number dynamics in 
wind tunnel model does not result in any problem in design-
ing the controller compared with those given by other meth-
ods, mainly because the present design procedure has allowed 
possible updating of the controller's parameters online with 
the change of the operating point without using any kind of 
numerical approximation. The result obtained has been used 
to design  a novel intelligent model based on  grid computing 
techniques that  enhanced the performance  of wind tunnel  
systems involving a delay. The grid computing that has been 
used to control the flowing of tunnel’s moving objects  has 
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been greatly used to obtain the minimal execution time as well 
as the minimal cost budget. The qualitative performance anal-
ysis was easily studied using these dynamical models  for im-
plementing a new intelligent adaptive algorithm that has  im-
proved sources  access  through controlling some of  their 
tunnel’s nodes  using  an intelligent grid enabled applications  
networks models. These models have been  achieved  based 
on an object-oriented toolkit, called GridSim, for tunnels mod-
eling and scheduling simulation. GridSim simulates time-and 
space-shared tunnel’s nodes with different capabilities, time 
zones, and configurations. It supports different tunnels appli-
cation models that can be mapped to tunnel’s nodes  for exe-
cution  by developing simulated tunnel schedulers. This 
GridSim toolkit simulation package has been considered as the 
best popular simulation package in this field.  This package 
has helped us in obtaining the best improvement of the re-
quired shortest path including the effect of Mach delays, 
where the performance of tunnel’s movement based on  grid 
computing toolkits have been greatly improved. The great 
achievement in this work has been obtaining a new treatment 
of the presence of Mach number delays where all delayed el-
ements have been completely removed to the system’s param-
eters that has led to get the  most minimal time evaluation 
algorithms based on Fuzzy decision approach.  Based on this 
now model  we demonstrated also that the use of this  unique 
and exact alternative model has adopted  closed form tech-
niques for solving the issues of the presence of delays ele-
ments  in most real tunnel’s nodes based on a computer pro-
gramming using a grid computing technique. The technique 
introduced has shown to support and improve the quality of 
control system. This work presents also the advantages of an 
application of this unique and exact alternative model  on the 
tunnel’s nodes  using a grid computing  involving  a delay in 
one state to have  computational intelligence techniques such 
as  Neural  Networks (NN) in the design of real intelligent 
controllers. The results obtained so far presents how to use the 
technique introduced in this work to improve the performance 
of the proposed tunnel’s nodes involving  a delay in one state 
where a good controller has been tested  to have  an intelligent 
control technique to enhance the dynamic performance of 
tunnel’s moving objects. Finally, The results obtained indicate 
that the performance of the alternative delay  models is much 
better compared to the delayed  models in terms of the quali-
tative  behaviors where our final results  in the proceeding 
work has focused on finding  a model  that combines more 
than one control technique to achieve common standards con-
trol technique with finite order to have  an adaptive intelli-
gence model to enhance dynamic performance of tunnel’s 
moving objects based on a grid computing approach. A new 
optimal back propagation neural network (OBPNN) algorithm 
has been developed based on grid computing. Some other  
researches worked on other  controllers   that  concerned with 
speeding up the flow of air  and pay little  attention to the se-
curity issues. We also introduced the results of  budget spent 
which showed that it is high in our proposed to TOBPNN be-
cause it uses tunnel’s nodes that give the minimum comple-
tion time regardless the processing cost as long as the spent 

budget still within the available budget. This research has also  
integrated some  of the distinctive controller with a distinct 
digital program controller that give the tunnels operators all 
the information about the conditions inside the tunnel through 
digital display systems to avoid any disturbances that could 
occur to the moving objects when using  these tunnels. This 
proposed technique has lead to reach the ultimate beneficiary 
of our  goal through using the well known  Neuro technique  
to design  a novel intelligent controller.  In order to reach this 
goal  the  research in this work  also has focused  on studying  
an inelegant  adaptive controller  that can be used  to   im-
prove  the security and the speed that are essential for moving 
objects  through the tunnel systems.  To achieve our goal the 
latest techniques in artificial Intelligence as well as BPNN, 
functional Networks have been  implemented in this paper. 
Conventional artificial intelligent (AI) techniques has also 
been used to compare the results and to check the degree of 
improvement that can be obtained from the proposed control-
ler to gain both the high speed and security during using these 
tunnels. The usefulness and validity of the presented approach 
have been shown and examined by numerical examples using 
GridSim Toolkit with some other famous techniques and 
based on adaptive intelligent model representing the simula-
tion process of wind tunnels  systems involving a delay and 
connected through a unified grid computing network. It has 
been shown that a good improvement  in the tunnel’s perfor-
mance has been obtained. This improvement was due to the 
fact that the proposed algorithm takes into account the slow 
mode of the dynamical model that include the delay element 
into the model’s parameters.  
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